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Lecture 18:


Details on Decision Trees;

Neural Networks Part I




Details on Learning 
Decision Trees



Decision Tree

• Each node in the tree represents a test on 
a single attribute	


• Children of the node are labelled with the 
possible values of the feature	


• Each path represents a series of tests, and 
the leaf node gives the value of the function 
when the input passes those tests



Inducing Decision Trees 
From Examples

• Examples: (x,y)	


• Want a shallow tree (short paths, fewer tests)	


• Greedy algorithm (AIMA Fig 18.5)	


• Always test the most important attribute first	


• Makes the most difference to classification of 
an example



Input Attributes Will 
WaitAlt Bar Fri Hun Pat Price Rain Res Type Est

x Yes No No Yes Some $$$ No Yes French 0-10 y

x Yes No No Yes Full $ No No Thai 30-60 y

x No Yes No No Some $ No No Burger 0-10 y

x Yes No Yes Yes Full $ Yes No Thai 10-30 y

x Yes No Yes No Full $$$ No Yes French >60 y

x No Yes No Yes Some $$ Yes Yes Italian 0-10 y

x No Yes No No None $ Yes No Burger 0-10 y

x No No No Yes Some $$ Yes Yes Thai 0-10 y

x No Yes Yes No Full $ Yes No Burger >60 y

x Yes Yes Yes Yes Full $$$ No Yes Italian 10-30 y

x No No No No None $ No No Thai 0-10 y

x Yes Yes Yes Yes Full $ No No Burger 30-60 y
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Poor split: children very mixed!
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Good split: children very unbalanced!



Entropy



Information Gain
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Entropy(S) = −0.5 log2 0.5 − 0.5 log2 0.5 = 1
Entropy(SF ) = Entropy(SI ) = Entropy(ST ) = Entropy(SB ) = 1

Gain(Type) = Entropy(S)−
Sv
Sv∈Type

∑ Entropy(Sv ) = 1−1= 0
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Entropy(S) = −0.5 log2 0.5 − 0.5 log2 0.5 = 1
Entropy(SN ) = −0 log2 0 − (1)log21= 0
Entropy(SS ) = −(1)log21− 0 log2 0 = 0
Entropy(SF ) = −(13)log2 13 − 2

3 log2 2 3 = 0.92

Gain(Patron) = 1−
Sv
Sv∈Patron

∑ Entropy(Sv ) = 1− (12)(0.92) = 0.54



Avoiding Overfitting

• Problem: How to determine when to stop 
growing the decision tree?
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Reduced-Error Pruning



Effect of Reduced-Error Pruning



Learning 
Neural Networks





Reserve Readings

Artificial Neural 
Networks	


Chapter 4 of 
Machine Learning 	


by Tom Mitchell Click here
Then here









Axon

Dendrites







What Do Perceptrons Do?

• To understand how perceptrons can 
be used to solve classification 
problems, we need to introduce the 
concept of a decision boundary



Earthquake or Atomic 
Bomb?
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Decision Boundary

• Path (or surface in higher dimensions) that 
separates the two classes 
 
    b(x1,x2) > 0 if x is from an earthquake  
                  < 0 if x is from an explosion
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Linear Separator

• Decision boundary is a line	


• Line in 2D, plane in 3D, hyperplane in nD	


• Data that admit a linear separator are said 
to be linearly seperable



Linear Classifier
w0 + w1x1 + w2x2 = 0

w · x = 0

All instances of one class are above the line: w · x > 0

All instances of one class are below the line: w · x < 0

hw(x) = Threshold(w · x)



σ is Threshold Function





Exercise

• Where true =1, false = -1, what is the 
perceptron for: 	


• NOT(x1)	


• AND(x1,x2)	


• OR(x1,x2)	


• XOR(x1,x2)



• Where true =1, false = -1, what is the 
perceptron for: 	


• NOT(x1) = σ((-1)x1)	


• AND(x1,x2)	


• OR(x1,x2)	


• XOR(x1,x2)

Exercise



• Where true =1, false = -1, what is the 
perceptron for: 	


• NOT(x1) = σ((-1)x1)	


• AND(x1,x2) = σ(x1 + x2 - 1.5)	


• OR(x1,x2)	


• XOR(x1,x2)

Exercise



• Where true =1, false = -1, what is the 
perceptron for: 	


• NOT(x1) = σ((-1)x1)	


• AND(x1,x2) = σ(x1 + x2 - 1.5)	


• OR(x1,x2) = σ(x1 + x2 + 0.5)	


• XOR(x1,x2)

Exercise



• Where true =1, false = -1, what is the 
perceptron for: 	


• NOT(x1) = o((-1)x1)	


• AND(x1,x2) = o(x1 + x2 - 1.5)	


• OR(x1,x2) = o(x1 + x2 + 0.5)	


• XOR(x1,x2)    NO SOLUTION!

Exercise





Training
• Training is using data to set the weights for a 

perceptron (or network of perceptrons)	


• Idea:	


• Start with random weights	


• For each piece of data:	


• Set inputs to the data features	


• Compare output to the label (target value)	


• If not same then adjust the weights







Justifying the Training 
Rule

• Define the error E as the sum of squared 
differences between the outputs and the 
targets across the training set	


• Goal: find weights that minimize E	


• Gradient descent: Repeat:	


• Compute the slope (gradient) of E with 
respect to each of the current weights	


• Make a small change in the weights in the 
“downward” direction





Deriving Training Rule  
(Ignoring Threshold Function σ) 







Epochs
• It can take a lot of small steps to reach the 

optimal set of weights	


• What if you run through all the training data and 
are not yet at the optimum?	


• Run through the training data again …	


• … and again …	


• … and again!	


• Each pass through the training data is an epoch







Coming Up
April 15 - Neural Network II


Back by Popular Demand!


Even better than Neural Networks I!


April 17 - In-Class Workshop for Project 3


Live highly attractive TAs will 
personally help you complete the 
project!


An afternoon you will not soon forget!


