
Detecting Low Self-Esteem in Youths fromWeb Search Data
Anis Zaman

Department of Computer Science
University of Rochester

Rochester, NY
azaman2@cs.rochester.edu

Rupam Acharyya
Department of Computer Science

University of Rochester
Rochester, NY

racharyy@cs.rochester.edu

Henry Kautz
Department of Computer Science

University of Rochester
Rochester, NY

kautz@cs.rochester.edu

Vincent Silenzio
School of Medicine

University of Rochester
Rochester, NY

v.m.silenzio@rochester.edu

ABSTRACT
Online behavior leaves a digital footprint that can be analyzed to
reveal our cognitive and psychological state through time. Rec-
ognizing these subtle cues can help identify different aspects of
mental health, such as low self-esteem, depression, and anxiety.
Google’s web search engine, used daily by millions of people, logs
every search query made by a user, which is accessible through a
platform called Google Takeout. Previous researchers have made ef-
forts to detect and predict behaviors associated with depression and
anxiety from web data, but only at a population level. This paper
fills in the gap of looking into signs of low self-esteem, a condition
that work in a vicious cycle with depression and anxiety, at an indi-
vidual level by looking into Google search history data. We target
college students, a population prone to depression, anxiety, and
low self-esteem, and ask to take mental health assessment survey
along with their individual search history. Textual analysis show
that search logs contain strong signals that can identify individuals
with current low self-esteem. For example, participants with low
self-esteem have fewer searches pertaining to family, friend, and
money attributes; and we also observed differences in the search
category distribution, over time, when compared with individu-
als with moderate to high self-esteem. Using these markers we
were able to build a probabilistic classifier that can identify low
self-esteem conditions, based on search history, with an average F1
score of 0.86.
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1 INTRODUCTION
Mental health can be viewed as a complex interaction between
biological, genetic, social, and environmental factors. Due to the
multifaceted nature and stigma of mental health, people are likely
to rely on online services to investigate their problems in the World
Wide Web [24, 50]. Google search is one such platform that is
used by millions of people everyday and approximately 3.5 bil-
lion searches are made every day with 40,000 queries per second1.
Hence, online searches may leave digital footprints that can be
analyzed to reveal our cognitive and emotional state through time.
Detecting these subtle cues can help therapists and others better
recognize different components of mental health such as anxiety,
stress, depression, and low self-esteem. Due to the complex nature
of mental health and various factors associated to it, identifying
individuals who are at risk or need help has been a challenge in the
mental health research community [4, 8, 45]. For example, among
college students, low self-esteem and stress are conditions that are
more likely to correlate with suicidal ideation [51].

Our work brings significant new approaches and insights to the
table: (i) Self-esteem has been rarely addressed in the AI literature
before as part of the discussion of depression, and our approach
provides a more expansive parsing of the conceptual frameworks in
which constructs such as “depression,” “self-esteem,” and “suicidal
ideation” are embedded [48]. (ii) We provide a scalable, lightweight
solution that can be deployed at the point-of-care to use immedi-
ately available search history data to provide instantly actionable
therapeutic targets for clinicians. (iii) Our work opens a way for
clinicians to obtain access to patients’ internal mental health states
and traits, with high fidelity and accuracy far beyond the limits of
traditional self-reported data: we are, in fact, now incorporating
the approach into planned clinical trials.

Researchers have been using social media data to identify and
predict different mental health conditions and associated factors [1,
6, 15, 15, 40]. Twitter, Facebook, Reddit, Instagram, and Weibo
are some of the common data sources exploited by researchers to
explore signs of depression, anxiety, suicidal ideation, and other
related conditions.

With only a few exceptions [11, 12], these prior studies have not
had access to ground-truth data about the subjects’ mental health
as assessed by a validated clinical instrument. While they make
1http://www.internetlivestats.com/google-search-statistics/
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claims about depression at a population or individual level, they
cannot justify those claims in a manner that would be actionable
by a healthcare professional.

Another limitation of most prior work is that data is only gath-
ered from users of particular social media sites. Because users self-
select for particular sites, there may well be confounding factors
that influence both the users’ mental health and their online behav-
ior. For example, people who routinely broadcast their thoughts on
Twitter may have different ways of talking about depression than
more private individuals. A further confounding factor is that users
may choose to self-censor when posting to social media [22].

In this paper we investigate observable textual signatures related
to current low self-esteem condition using both Google search his-
tories and answers to a validated mental health assessment survey.
For search, as opposed to use of social media, users do not self-select
or face the same temptations to self-censor. Another advantage of
search data is that the nature and volume of search queries give
temporal behavioral information about a user. While some prior re-
searchers have analyzed search logs for large aggregate populations
using Google Trends [2, 55], applying their results to individuals
may result in ecological errors. In addition, Google Trends data
cannot be used to understand or predict individual behavior.

In summary, our dataset and analyses are unique in that they (i)
include gold-standard individual psychological assessment data; (ii)
use data from a form of online behavior (search) that engages all
internet users — that is, 89% of the US adult population [46]; and
(iii) employ a data-collection methodology (described below) that
is scalable to hundreds or thousands of subjects while preserving
users’ privacy. Psycholinguistics analysis identified variables capa-
ble of differentiating people with low self-esteem. When compared
with someone with moderate to high self-esteem, we observed no-
ticeable differences in the type of searches made by individuals with
low self-esteem condition. We demonstrated that these identifiers
can be used to build statistical models that do better than chance
for classifying users with low self-esteem condition using historical
search data.

2 RELATEDWORK
Researchers have used data from social media, public forums, blogs,
and search engine logs to explore interaction of various aspects
of mental health, including depression, anxiety, suicidal ideation,
mood, and stress. De Choudhury provides an excellent overview
of the role of social media in mental health research [11]. Her own
previous work showed that lexicons in Tweets contain strong sig-
nals for predicting risk of major depressive disorder [14], and she
recently identified linguistic markers to identify Twitter users likely
to develop future suicidal ideation [15]. In 2018, Liu et al. examined
statuses of Weibo users and demonstrated that users exposed to
domestic violence showed increase in depressive symptoms, higher
suicide risk, and decrease life satisfaction when compared against
control group [30]. Other researchers have shown that Tweets con-
tains meaningful clues for various mental health concerns including
Adderall use [23], insomnia [26], and depression [10–14, 16].

Perhaps the dataset closest to ours which has been explored by
researchers in the past is search logs from Google Trends [19]. Re-
searchers have utilized Google Trends data to demonstrate deeper

insight about population behavior and health related phenomena
to build predictive models around mental and physical health as-
sessment. For example, surveillance of influenza outbreaks [9, 18];
monitoring toxicological outbreaks [54]; identifying seasonality in
seeking mental health [2]; monitoring suicide related terms to help
predict rates of self-injury and death within the population [31]; and
effects of geographic location on depression related searches [52]
are some of the areas that researchers have explored. Nuti et al. pro-
vides a through review of the usage of Google Trends in the health
care domain [33]. Sueki et al. investigated variations in the volume
of Google searches about suicide and depression in Japan and found
that the monthly search volumes for “suicide” and “suicide method”
were not significantly correlated with the monthly suicide rate,
but searches for “depression” were [49]. Yang et al. replicated this
associations between the volume of Google search terms and the
monthly suicide rate in Taipei City [53]. Gunn and Lester found
that suicide rate for Americans was positively correlated with the
search volume for search terms such as “commit suicide”, “how
to commit suicide”, and “suicide prevention” [20]. They showed
that monitoring internet searches for suicide related terms may
provide a faster way to capture, in the moment, possible trends in
mental health conditions such as depression, anxiety, and suicide.
Song et al. showed that suicide and stress related searches are pos-
itively associated with suicide rates in Korea [47]. Hagihara et al.
demonstrated that Google search volume for terms associated with
hydrogen sulfide in Japan was correlated with the monthly suicide
rate for people in their 20’s and 30’s [21]. Ayers et al. showed that
there was a significant increase in suicide related terms in Google
for the 19 days following the release of a popular Netflix show
13 Reasons Why, which narrates the suicide of a fictional teen [3].
However, Page et al. found that internet search trends related to
suicide terms are not necessarily straightforward indicators of the
degree of suicide behavior in Australia [36]. It is debatable whether
any query preceded an actual suicide attempt; but it is quite evident
that search logs monitoring can be used to access understanding of
different mental health conditions and capture any potential signals
of low self-esteem, depression, anxiety, self harm risk, etc.

All of the work above was performed on search logs aggregated
over a large population. By contrast, our work is the first to in-
vestigate search history data at an individual level for signs of low
self-esteem.

3 DATA
Data for this study were collected through a 2-month on-campus
recruitment to investigate how online services such as Google
search can be used to detect early symptoms of suicidal ideation,
depression, anxiety, low self-esteem, and lack of social supports.
As described below, we developed a Human Subjects Review Board
approved cloud-based application to acquire consent from sub-
jects, download and anonymize their search histories, and link
anonymized histories to corresponding mental health survey an-
swers.

3.1 Participants
In total 108 individuals, 40 male and 68 female, volunteered to par-
ticipate. Subjects were recruited through advertisements. To limit



any participation bias, the information on the advertisement was
generic and had no mention of mental health related phenomena
because some participants with certain personality traits can avoid
recruitment.

A step in the data collection involves subjects completing an
online written questionnaire about mental health, anxiety, suicidal
ideation, and self-esteem. We call this the Promote Health survey.
In addition to academic and demographic information, the survey
incorporates questions from several standard instruments such as
the depression module of the Patient Health Questionnaire (PHQ-
9) [29] and the Rosenberg self-esteem scale [41, 43]. PHQ-9 is a
common psychological instruments that has been used by previous
researchers for depression related screening while mining social
media data [27, 56]. Rosenberg self-esteem scale has been used to
study usage of social media and its’ association with low self-esteem
among undergraduate students [39].

3.2 Recruitment Procedure
Interested participants were required to be at least 18 years old,
able to read and write in English, and have an active Google ser-
vices account. Qualified subjects were informed about the purpose,
procedure, and goal of the study; then they reviewed and signed
a statement of informed consent explaining the Human Subjects
Committee approval. The study had 100% participation rate, mean-
ing none of the 108 individuals decided to opt out of the study after
the study was explained to them.

There are two parts to the data collection process. First, study
recruiter asks participants to type their Google login credentials
into a web-based app running on a tablet. Second, study partici-
pants were asked to take the Promote Health survey, a brief self
assessment online questionnaire. There are 38 freshmen, 18 sopho-
more, 17 juniors, and 19 seniors in our dataset. In addition, there
were 12 graduate students and 4 fifth year undergraduates. Partici-
pants’ mean GPA was 3.51. Note that we did not make use of these
additional data in the analyses presented in this paper, but that it
may help explain the surprising level of low-self esteem described
below.

3.3 Google Search History
Anyone with a Google account can freely access his or her entire
personal data, at any time, through a platform called Google Take-
out2. Using Google Oauth authentication protocol, participants
authorize our search download application to access users Google
related data. Although data about many forms of Google services
can be accessed through this portal, this study uses only data from
Google search. None of the other potential sources of data are ac-
cessed or stored at any time. Individuals who did not have Google
search history tracking enabled were excluded from our analysis.

Once a user authorizes the application to obtain a copy of the
search history, a one-time log in authorization is used to automati-
cally transfer the search data from user’s google drive to a secured
server in the cloud. The oauth token that our application uses to
access a user’s data is valid only for 24 hours.

Before any data is transferred from "the cloud" and given to the
research team to store as part of this study, the data is de-identified
2https://takeout.google.com/settings/takeout

Figure 1: Data Collection Process.

Low Self-esteem
(LS)

No
Low Self-esteem

(NLS)

27 28 Analysis or
Training set

21 19 Test set

5 8
No search data.
Excluded from

dataset
Total 108 subjects
Table 1: Search dataset breakdown

via Google’s Cloud Data Loss Prevention (DLP) API. The API scans
for personal identifiers such as names, addresses, phone numbers,
etc., that can potentially identify individual study participants, and
this information is automatically removed from the search history
data prior to being saved as research data.

Once the search history data is successfully de-identified and
transferred to the research team, the one-time log in authorization
is permanently deleted. The research team is no longer able to use
this authorization to access any participant’s online data again.
Fig. 1 presents the entire data collection process.

3.4 Promote Health
Promote Health is a computer assisted survey instrument (CASI),
designed at a fifth grade reading level and includes questions about
age, academic concentration, gpa, race, gender, mental health (PHQ-
9), Interpersonal violence (IPV), sexual health, self-esteem, etc.
Users did not write their names on the survey at anytime, but
instead entered a random ID number that was used to link their re-
sponses to their search history data. No records connecting subject
names to ID numbers was maintained.

3.5 Data Description
A section in the survey asks series of questions for evaluating
individual self-esteem. The answer to the self-esteem questions

https://takeout.google.com/settings/takeout


were used to compute the Rosenberg Self-Esteem Scale(RSES). 53
individuals had RSES score less than 12 (on a scale of 0-30, people
with average to high self-esteem have score ≥ 15), indicating low
self-esteem(LS). On the contrary, 55 individuals had score greater
than or equal to 12 indicating no sign of low self-esteem(NLS).
However, there were 13 individuals who participated but did not
have any search data and were excluded from any analysis.

Before any analysis and modeling, we separate the dataset into
two parts, namely analysis set and test set. This is illustrated in
Table 1. For the self-esteem analysis, 27 participants had LS and 28
had NLS condition. The test set had 19 subjects with NLS and 21
with LS condition.

Through the Promote Health, we measured the current RSES
score. Low self-esteem is one of the vulnerable factors that works
in a vicious cycle with depression, anxiety, and suicide ideation [5].
However, low self-esteem state and any specific mental health
condition may not necessarily occur at the same time but can have
indirect effect on the quality of life.

In our survey responses, we observed that low self-esteem condi-
tion stood out strongly than depression in the responses. The aver-
age gpa of the participants is 3.51, which is quite high. A potential
explanation can be “imposter syndrome” – where high performing
students do not feel they are as smart as their colleagues. Young col-
lege undergraduates are more prone to self-criticism, social anxiety,
achievement pressures, and depressive tendencies [28].

4 OBSERVATION ON GOOGLE SEARCH LOGS
Google search phrases tend to be short, recorded in the present and
are good indicators of what may be going through an individual’s
mind at themoment. The context of a search phrase can be anything.
We are interested in identifying the categories of the searches and
uncover any linguistic signals in the search phrases that can help
distinguish subjects with LS and NLS conditions. In the following
sections, all the search logs analysis is carried out on the analysis
set, see Fig 1.

4.1 Variance of Search Categories
Using the content classification feature of the Google Cloud NLP
API3 we were able to classify the search queries of every partici-
pating subjects. The API returns a hierarchical category label for
every search query. We treat the broad category as the ‘category’
label for the query. For instance, for a query q, if the label from the
API is ‘/Arts & Entertainment/Humor/Funny Pictures & Videos’,
we consider ‘Arts & Entertainment’ as the category for q.

In total, there are 27 such categories. We observed that, at any
time of the day, individuals with LS condition consistently searched
more on topics related to ‘Sports’, ‘Health’, ‘Finance’, ‘News’, ‘Books
& Literature’, ‘Reference’, and ‘Law & Government’. This is illus-
trated in Fig. 2. The ‘Reference’ category constitutes mostly of
topics associated to humanities, language resources, geographic
references, and general references such as concepts from Encyclo-
pedias, Wikipedias, etc. One explanation for such high prevalence
of searches from this category can be that students with low self-
esteem condition are more reliant on search engines to do their

3https://cloud.google.com/natural-language/docs/classifying-textt

Sports Health Finance News Books &
Literature 

Reference Law & 
Government

Search Categories

Figure 2: Search categories that were more frequent in LS
population

daily school works compared to the population that does not exhibit
low self-esteem.

We also observed that individuals with current LS, on average,
search more about certain topics than students with NLS condition
during late hours (1AM - 5AM). For instance, students with LS
condition made more searches pertaining to categories such as
‘Reference’, ‘Jobs & Education’, ‘Books & Literature’, and ‘Health’
than students with NLS condition. This increased late night activity
disrupts normal sleep cycle which is reported to be one of the core
symptoms of depression and can eventually lead to poor quality of
mental health and life in general [34].

Context(i.e.category of a search) and frequency of searches on
Google vary from person to person. Over the entire search history,
we noticed observable differences in distribution of search cate-
gories between the LS and NLS population. For example, searches
pertaining to the ‘/Arts & Entertainment’ category were more fre-
quent for both the groups. However, there are categories such as
‘Health’, ‘Food & Drink’, ‘Sensitive Subjects’, ‘References’, etc. for
which the distribution demonstrate apparent differences.

4.2 Psycho linguistic attribute detection in
search logs

At first, it may not be self-evident that query logs can be good
indicators of what may be going through an individual’s mind at
the moment. Traditionally, researchers have done psycho linguistic
analysis on social media data to uncover signals of mental health
related phenomena. In 2017, Oexle et al. have shown that there is
a strong stigma associated to expressing oneself related to mental
illness and other related issues [35]. As a defensive mechanism,
users may stop generating content on social media platforms [25].
However, when someone searches, there is no fear of any judg-
ment; and what he/she is searching can potentially reveal his/her
psychological state at that moment.

LIWC is a text analysis toolkit that outputs the proportion of
words in a given text that fall into one or more of over 80 linguis-
tic (such as prepositions, adverbs, first-person singular pronouns,
conjunctions), psychological (happy, anger, achievement, etc.), and
topical (leisure, money, etc.) categories [37]. Researchers have been
using this tool to study the distribution of analytical thinking, au-
thenticity, emotional tone, social and cognitive process present in a

https://cloud.google.com/natural-language/docs/classifying-textt


Authentic
Words/search
Six letter

common adjective*
number

they
Auxiliary verb*
negate

Summary language 
variables Linguistic dimensions Common words

Psychological Process Biological
Process

biology*
health*
ingest

Drives

drives
affiliation
achieve
risk*

Time

focus future

Relativity

relativ
motion
time
space*

Informal
language

swear
netspeak*
Non fluencies
informal*

Others

question*
dash*
Apostrophes

affect*
posemo*
anxiety
sad*
family

friend
insight
cause
differ
see
cognitive-process

Personal 
concerns

money

Figure 3: LIWCattributes thatwere statistically significantly
different between the subjects with LS and NLS condition.
Concepts with * were more prevalent among subjects with
LS condition.

piece of text. Clinicians and social computer scientists do psychome-
tric analysis using LIWC lexicons. Some popular text data analyzed
using this lexicon includes social media, online forums, written
notes, and self-introductions [42]. We are the first to demonstrate
the presence of these linguistic attributes in individual level search
data.

For the low self-esteem analysis, our data consists of 27 subjects
with LS and 28 subjects with NLS condition from the analysis
set(see Fig 1). For every subject with LS condition, all the Google
search phrases are analyzed using LIWC and the output is a 92
dimension vector. The result can be treated as a table with 27 rows
and 92 columns. A similar procedure is repeated for every partici-
pants with NLS condition, resulting in a table with 28 rows and 92
columns.

Next, we explore whether there are any statistically significant
LIWC categories between the two populations (LS vs NLS). Our
sample size is small, assuming normal distribution, we consider the
LIWC variables from the LS and NLS groups and do student’s t-tests.
We found 40 LIWC attributes that were statistically significantly
different(with p-value < 0.05) between participants with LS and
NLS, as shown in Fig. 3.

In the low self-esteem analysis, the family variable was signifi-
cantly lower for almost every participant with LS condition than
participants with NLS condition. This supports previously estab-
lished findings where researchers have shown that family support
influences self-esteem, which impacts adolescent suicide risk behav-
iors [32, 44]. Fig. 4 presents a visual representation of the distribu-
tion of some of the LIWC attributes (from Fig 3) that are statistically
significantly different between LS and NLS.

Search phrases are short and lack syntactic structure compared
to other forms of data that are popularly analyzed using LIWC. Yet,
we found strong signals in LIWC categories that can differentiate
and identify individuals with low self-esteem. Our analysis of search
data strengthens prior findings regarding the association of self
esteem with other mental health phenomena [32] .

A:
Psychological 

Process

B: Drives

C: Health

D: Time

E: Personal

B

LIWC broad category labels

family

insight

anxiety

affect

cognition

risk

drives

achieve

health

D

C

focus 
future

moneyE

A

Figure 4: Distribution of some LIWC attributes score be-
tween participants with LS and NLS condition. These are
some of the attributes from Fig. 3

This indicates that there are some shared lexicons, even in Google
search phrases, among individuals with LS condition. For instance
Affect, Insight, Cogproc, Space, and Affiliation are some of the lin-
guistic variables that are significantly to differentiate a population
between LS and NLS.

5 MODELING LOW SELF-ESTEEM (LS)
CONDITION

For the classification task, we ask the question: Based on the search
history, can we identify subjects with low self-esteem?

We use the analysis set from Fig. 1 for selecting features and
training our classifiers. Our training set consists of 27 individuals
with LS and 28 with NLS condition.

The performance of the trained model is evaluated using a test
set. We separated this set from the data prior to the feature selection
and the training process. The held out test set consists of 19 subjects
with NLS and 21 with LS.

5.1 Feature Selection from Analysis Set
Based on our observation from section 4.1 & 4.2, we consider two
types of features for the classification task.

5.1.1 Features based on LIWC:. There were 40 linguistic attributes
that were statistically significantly different between the LS and
NLS population (see Fig. 3). We treat these LIWC attributes as
features for training our models.

5.1.2 Features based on search category distribution: Searching be-
havior varies from person to person. Knowing the categories of
searches can reveal insightful patterns in internet activities. Differ-
ent individuals exhibit different searching behavior. For example,



  … 
… 

Prior

 

Features, 

 w1,σ1

 w2,σ2

 wk,σk

Learned 
parameters

(a)

Likelihood Posterior
Bayes 
Rule

Training

(b)

Testing 

(c)

…
…  
… 

…
…  
... 

Figure 5: Process depicting learning and testing procedure of the HyBaRmodel. (a) Prior distribution of the parametersw and
σ . Prior of σ is uniform distribution. In case of LIWC based features the prior of w is Laplace distribution defined in (4) and
is Gaussian distribution with category similarity matrix as the covariance matrix for the search category based features. (b)
Posterior is obtained from the corresponding prior and the likelihood using Bayes Rule. UsingMetropolis-Hastings Algorithm
several model parameters are sampled from the approximate posterior. (c) Stest represents the test data which has been held
out prior to any analysis and training. Each of the learned parameters are used individually to classify Stest . This helps in
model generalization.

following Fig 3, we found that students with LS condition consis-
tently searched more about certain topics than students with NLS
condition. This motivated us to treat the search category distribu-
tion, over one’s entire search history, as features for our models.
Using the Google Cloud NLP API, we labelled search queries into
27 categories. We treat the distribution of these 27 search categories
as features and train our classifiers.

5.2 Models
We propose a discriminative model whose parameters are learned
using Bayesian approach. We call our model Hybrid Bayesian Re-
gression (HyBaR) because it is a cross-breed between the Bayesian
Linear Regression and the Bayesian Logistic Regression [7]. For
details about the model, see section 5.2.1.

In addition, we trained a Logistic Regression(LR), a Support
Vector Machine(SVM) and compare their performance with Hy-
BaR.

5.2.1 Hybrid Bayesian Regression (HyBaR):. HyBaR has ad-
vantage over Maximum Likelihood Estimation (MLE) due to the
additional prior information. Compared to the maximum a posteri-
ori (MAP) estimation, which outputs a parameter that maximizes
the posterior probability for the given data, HyBaR estimates the
entire posterior distribution which can avoid over-fitting and lead
to a more generalized model.

Unlike LR and SVM, HyBaR incorporates domain knowledge
in the form of prior. For the LIWC based features, we have used a
sparse prior, and for the category distribution based features we
employed the semantic distance between the categories as prior.

The Model: For i ∈ [1, . . . ,n] we denote si = (si1, . . . , s
i
m ) to be

the vector that represents the features extracted from the search
history of the person pi , where n is the number of people andm is
the number of search categories. For instance, when we consider
the search category based features, sij represents the percentage of

searches of category j for ith person. Also, let lsi ∈ {0, 1} be a binary
variable denoting whether a person pi exhibits low self-esteem or
not. In particular, lsi = 1 when the person pi exhibits low self-
esteem and 0 otherwise. Now we propose HyBaR, a probabilistic
discriminative model with parameters w(∈ Rm ) and σ (∈ R). For
each i ∈ [1, . . . ,n] we assume

lsi ∼ Bern
(
f (wT si + ϵ)

)
(1)

where ϵ ∼ N(0,σ 2) is a latent variable and f is a function whose
range is [0, 1] (i.e.which outputs a valid probability). One choice for
f can be Sigmoid. Also, Bern(p) denotes the bernouli distribution,
i.e., X ∼ Bern(p) iff,

X =
{ 1 with probability p
0 with probability (1 − p)

Next, we describe the prior distribution of the parameters.

Remark: Let x be the data and y be its label. In case of linear
regression, class label, y(∈ R) is modeled as,

y ∼ wT x + ϵ (2)

where ϵ ∼ N(0,σ 2) and w is the model parameter. However, for
logistic regression, class label y ∈ {0, 1} and is modeled as,

y ∼ Bern
(
Siдmoid(wT x)

)
(3)

Hence from (2) and (3) it follows that our model (1) is a simple
hybrid of the two models.

Prior Selection: Domain knowledge is incorporated in themodel
through our priors. Hence, an important component during the
model construction is prior selection. The prior of σ is chosen to
be uniform in both types of features. However, we set the prior of
w depending on the features we are selecting.



For the LIWC based features, the prior is set to be the Laplace
distribution, i.e.,

P(wi |µ,b) =
1
2b exp

(
−

|wi − µ |

b

)
(4)

where µ and b are hyper-parameters. It is to note that Laplace prior
is equivalent to sparsity constraint. In the context of LIWC based
features, for any individual, these linguistic categories do not co-
occur in the search history frequently. This motivated us to select
a sparse prior.

For the search category distribution based features, we first con-
struct a similarity matrix that represents the semantic distance
between the search categories using GloVe [38]. We set the prior
of w to be multivariate Gaussian with mean 0 and the category-
similarity matrix as the covariance matrix, i.e.,

w ∼ N(®0,Cov) (5)

where Covi j is the semantic similarity between category i and
category j . We set this prior to enforce the similarities between the
search categories.

Posterior Inference: Let S =
{
si |i ∈ {1, . . . ,n}

}
be the set of

features for all the participants and L =
{
lsi |i ∈ {1, . . . ,n}

}
be the

corresponding self esteem label for them. Now, we formalize the
posterior for our model as follows:

P[w,σ 2, ϵ |L, S] ∝ P[L|w,σ 2, ϵ, S] · P[w,σ 2, ϵ |S]

= P[L|w,σ 2, ϵ, S] · P[ϵ |σ 2]︸                         ︷︷                         ︸
Likelihood

· P[w] · P[σ 2]︸         ︷︷         ︸
Prior

(6)

=

( n∏
i=1

P[lsi |w,σ
2, ϵ, si ]

)
·

(
P[ϵ |σ 2] · P[w] · P[σ 2]

)
(7)

Here (6) follows from conditional independence of S & w and (7)
follows from the i.i.d. properties of the data. From (1) we can see
that,

P[lsi |w,σ
2, si ] = problsii · (1 − probi )

(1−lsi ), (8)

where, probi = Siдmoid(wT si + ϵ). Now, for LIWC based features
P[w] in (7) is given by the distribution as in (4) and for the search
category based features P[w] in (7) is the distribution as in (5).

In summary, we get the posterior of the parameters from the
corresponding prior distribution and the training data likelihood by
using Bayes Rule. Then our goal is to estimate the entire posterior
distribution and sample model parameters from the posterior dis-
tribution. The complete process is depicted in Fig. 5 (b). However,
it important to note that exact inference of the posterior given in
(7) is intractable. Hence, we use Metropolis-Hastings Algorithm to
get approximate sample from the posterior distribution.

Parameter Estimation: Our next step is to choose a parameter
for the classification task. We sample several parameters from the
posterior distribution as shown in Fig. 5. Let {⟨w1,σ 1⟩, · · · , ⟨wk ,σk ⟩}
be the sampled parameters. Using each of these learned parameters,
we classify the test data as follows,

lsitest ∼ Bern
(
Siдmoid(wiT stest + ϵ)

)
,

Figure 6: An instance of the convergence of negative log like-
lihood during training for HyBaR when trained using the
two types of features separately.

where ϵ ∼ N(0,σ i 2). Hence we get k labels ({ls1test , · · · , lsktest })
for each of the data point stest .We record the performance of the
model for each ⟨wi ,σ i ⟩ and report the average performance of the
model on test set in Fig 8 (b) & (d).

Generalization Ability: Following the PAC-Bayesian frame-
work in [17] we can set the normalized negative log likelihood as
the loss function for the posterior inference problem. Fig 6 presents
an instance of the convergence of negative log likelihood loss during
training. Next, we ask the question, how well this model gener-
alizes on a completely new data set? We test the generalization
ability of HyBaR by running simulation on large synthetic data.
Fig 7 shows the convergence of the expected empirical loss towards
the expected true loss. A potential explanation for such behavior
can be due to the Bayesian approach used in designing HyBaR.

Driving Search Categories: After training HyBaR on the 27
search categories (from 5.1.2), the top ten categories (ranked ac-
cording to learned weights) that drive the classification tasks are:
Internet & Telecom (2.17), Law & Government (1.91), People &
Society (1.85), News (1.73), Real Estate (1.69), Jobs & Education
(1.55), Online Communities (1.45), Finance (1.16),Science (1.15),
and Health (1.00). High prevalence of these categories in a college
student’s search history may help identify conditions such as a low
self-esteem. For example, searchers pertaining to People & Society
categories: how to ‘fit in’ with communities in college settings,
looking for ways to make friends etc. are practical situations that
teenagers encounter when they move to college.
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Figure 7: Convergence of the expected empirical loss to-
wards expected true loss on the synthetic data.

6 RESULTS
The performance of our trained models is evaluated using the held
out test set which consists of 19 individuals with NLS and 21 with
LS condition. Fig. 8 presents the performance of our models. To
evaluate the accuracy of the classification, we use F1 score to capture
the balance between precision and recall and compare our models.

HyBaR samples multiple parameters from the posterior. We use
each of these learned parameters individually to classify our test
data and report the average/best performance on the test data (in
terms of F1 score).

When LIWC’s linguistic attributes are considered as features,
on average, HyBaR performed better than both the SVM and the
baseline model i.e., LR in classifying participants with low self-
esteem. This is evident from Fig. 8 (a) & (b), where HyBaR has an
average F1 score of 0.72 compared to SVM’s 0.61 and LR’s 0.46. We
also report the best performance of HyBaR in Fig. 8(b) (numbers
with * as superscript) and found that the best model has F1 score of
0.77.

When search category distributions were used as features, Hy-
BaR performed significantly better than SVM and LR, compare
Fig. 8 (c) & (d). On average, HyBaR has F1 score of 0.86 compared to
SVM’s 0.62 and LR’s 0.47. Using the category distribution, HyBaR
had the best performance with F1 score of 0.89.

Since our test set is small, we compared the performance of the
models on the test set by analyzing the confusion matrix. Through
Fig. 9, we compare the performance of our models (on the test set)
when they are trained using the LIWC based features. The green and
the yellow cell in the table represent number of misclassification
and HyBaR made the fewest misclassifications compared to LR,
our baseline, and SVM. We repeated our analysis on various test
set with different ratios of the two categories and obtained similar
results.

On average, HyBaR performed significantly better than LR and
SVMwhenwe trained it using features based on the search category
distribution. The performance of HyBaR on the test set can be
evaluated through the confusion matrix presented in Fig. 10. Out
of 21 participants with LS condition, HyBaR only misclassified 2
subject (see yellow cell in Fig. 10) and misclassified 4 out of the 19
individuals with NLS condition.

7 DISCUSSION AND FUTUREWORK
Individual level Google search history data can be treated as a rich
longitudinal data source that can capture quotidian online activities
of individuals. This data has recently become readily accessible
through the Google Takeout interface. We built a scalable human-
subject review board-approved system for consenting, collecting,
and anonymizing subjects’ search history data, and created the first
data set that links search history data to that from a clinically-used
mental health survey instrument.

We showed that search history data provides identifiable signals
for detecting low self-esteem. In addition to considering search
category distribution, we were able to identify linguistic variables
whose frequency of use was significantly different among subjects
suffering from low self-esteem and those not exhibiting low self-
esteem condition. Using these features, we have managed to build
mental-health related predictors, for instance consider our low self-
esteemmodel, that is superior to predicting by random chance. This
motivates us to consider that search history data can be used to
build models for capturing various mental health phenomena such
as self-harm, suicide ideation, etc.

It will be interesting to explore whether both psycho linguistic
attributes and search categories can be used simultaneously to build
models. Due to small sample size, we could not use both sets of
features at the same time. However, this limitation can be easily
overcome as we collect more data through our future studies.

The mental health survey we employed red-flagged low self-
esteem as the biggest mental health issue for the subject population
of college students. Our next study will recruit a more general
population and compare the findings. Recruitment sites will include
mental-health inpatient and outpatient clinics, emergency rooms,
and family court. Individuals from these sites are more likely to
have relatively high incidence and prevalence of conditions such as
major depression, anxiety, and stress, along with low self-esteem.

We will also consider features beyond linguistic and search cat-
egories. Other factors one can consider are time at which these
searches are made, seasonality of certain types of searches. The
time of a search is likely to be of particular value because searching
in the middle of the night can be used as a proxy for sleeplessness,
a symptom of many mental health problems. We will test the hy-
pothesis that an increase in a user’s volume of searches is a proxy
for an increased use of technology due to withdrawal from social
interactions.

The fact that search logs are time and date tagged means that
they can be used for longitudinal studies on disease progression, as
well as part of longitudinal treatment plans for individuals. We are
currently beginning a study where subjects who are undergoing
outpatient treatment for attempted suicide may consent to allow
their history of PHQ-9 survey answers to be analyzed in conjunction
with their search histories. The goal of the study will be to model
the dynamics of health and online behavior in order to provide new
tools for therapists to assess the efficacy of treatment strategies.

Finally, the accessibility of individual level search log data opens
the door to studying signals for other mental health phenomena,
such as anxiety and panic disorders, bipolar disorder, eating disor-
ders, suicide ideation, and substance abuse and addiction. A feasible
use case of our system can be in the university counselling services
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Figure 8: Classifiers performance on the Test Set. LR, SVM, and HyBaR are trained for the classification task. (a) & (b): Tables
present the performance on the test set when LIWC based features are used. (c) & (d): Tables present the performance on
the test set when search category based features are used. In case of HyBaR, the model learns multiple parameters (see From
Fig 5), the test set is evaluated using each of the parameters. Numbers in ⟨⟩ represents the average performance over the learned
parameters. Numbers with * represent the score of the best performing HyBaR parameter on the test set.
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Figure 9: Confusion matrix to compare the performance
of Logistic Regression(LR), Support Vector Machine (SVM),
and HyBaR (average performance of HyBaR) on the test set
when trained using linguistic features.
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Figure 10: Confusion matrix to evaluate the performance of
LR, SVM, and HyBaR on test set when trained on features
based on search category distribution.

to access the morale of the student population which can eventually
lead to better understanding of student life.

We are working with other researchers and clinicians at our
university’smedical center to include this work as a core component
of a suicide prevention center that is currently being developed. For
example, this is now a central feature of the proposed ALACRITY
Research Center focused on suicide prevention among patients with
Serious Mental Illness at our institution’s medical center4. It will
form a core data component for use in all NIH-funded sub-projects
within the Center. This offers to expand the overall social impact
by influencing clinical care in the future for those individuals who
are among the absolute highest risk for suicide mortality.
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